Solid-state foaming of Ti–6Al–4V by creep or superplastic expansion of argon-filled pores
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Abstract

Ti–6Al–4V foams are produced by the expansion of pressurized argon pores trapped in billets created by powder metallurgy. Pore expansion during thermal cycling (840–1030 °C, which induces transformation superplasticity in Ti–6Al–4V) improves both the foaming rate (by reducing the flow stress) and the final porosity (by delaying fracture of the pores and subsequent escape of the gas), as compared to isothermal pore expansion at 1030 °C, where Ti–6Al–4V creep is the controlling mechanism. Raising the argon content in the billet increases the foaming rates for both creep and superplastic conditions, in general agreement with an analytical model taking into account the non-ideal behavior of high-pressure Ar and the pore size dependence of surface tension. Superplastically foamed Ti–6Al–4V with 52% open porosity exhibits a combination of high strength (170 MPa) and low stiffness (18 GPa), which is useful for bone implant applications.
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1. Introduction

Porous titanium and titanium alloys are attractive for biomedical implants, catalyst substrates, and aerospace sandwiches [1–3]. With titanium, liquid-based metal foaming methods (e.g. gas injection or addition of foaming agents to a melt, and replication casting) used for aluminum and other metals [4,5] are very challenging, because titanium exhibits a high melting point, strong reactivity with most solid materials and high tendency for contamination by trace atmospheric gases (in particular oxygen, which leads to rapid embrittlement). Therefore, titanium foams are mostly produced by powder-metallurgy methods, as reviewed in Ref. [3]: (i) partial sintering of powders [6–8], hollow spheres [9] or mixtures of powders and temporary space-holders [10–14]; or (ii) localized sintering or melting of powders via rapid prototyping methods [15–17].

An alternative method, based on expansion of pressurized pores trapped within a solid alloy compacted from powders, was first demonstrated by Kearns et al. [18] for Ti–6Al–4V. In a first step, Ti–6Al–4V powders are compacted in the presence of argon gas by hot isostatic pressing, resulting in a dense billet containing a small fraction of isolated, high-pressure, micron-size pores. These argon-filled pores are then expanded through creep of the surrounding alloy during a high-temperature annealing step. This method has also been used to create high levels of porosity in commercially pure titanium (CP-Ti) [19,20] and the near-equiatomic Ni–Ti alloy (Nitinol) [21,22]. Significant increases in foaming rates are achieved in CP-Ti when cycling about the allotropic transformation temperature during the argon expansion annealing step. This induces transformation superplasticity [19,23–25], which reduces the creep strength of CP-Ti and thus its resistance to the expansion of the argon-filled pores, as compared to
isothermal foaming, where creep is the dominant deformation mechanism. Also, transformation superplasticity increases ductility [26,27], thus delaying fracture of the pore walls and gas escape, thus increasing the terminal porosity of the foams.

While transformation superplasticity has been studied in bulk Ti–6Al–4V [26,28–32], it has never been used to foam this alloy by gas expansion. The goal of the present study is to demonstrate superplastic foaming of Ti–6Al–4V and study the effect of the main processing parameters: argon backfill pressure, initial pore size and cycling period. The superplastic foaming kinetics are compared to those for isothermal foaming, and also modeled numerically and analytically. Finally, the mechanical properties of the Ti–6Al–4V foams are measured.

2. Experimental methods

2.1. Densification and foaming

Spherical Ti–6Al–4V powders (Grade 5, from Starmet Corp., Concord, MA) were sieved to three different average sizes: 75 μm (62–88 μm, −170/+230 mesh), 115 μm (105–125 μm, −120/+140 mesh) and 165 μm (149–177 μm, −80/+100 mesh). One mild steel canister (50.8 mm outer diameter) was filled with individual layers of the three above powders, labeled A, B and C, respectively. After evacuation and backfill with 0.33 MPa argon gas, the canister was welded shut and densified by hot isostatic pressing (HIP) at 950 °C at 100 MPa pressure for 4 h. Four steel tubes (9.53 mm outer diameter and 7.04 mm inside diameter) were filled with 115 μm powders and backfilled with 0.1–0.32 MPa Ar (calculated from the amount of metered argon). These welded tubes were then HIP densified at 980 °C under 100 MPa argon for 4 h and are labeled B1–B4. Table 1 summarizes the experimental conditions for the seven specimens. Cubic specimens with 9 mm edges were electrodischarge machined from the large densified billets A–C. The steel layer of the smaller billets (B1–4) was removed electrochemically by immersion in a 10% acetic acid solution with an applied voltage of 1.5 V–dc, polished with 600 grit sandpaper and cut into cylindrical sections 20–30 mm in length and ~6 mm in diameter.

Foaming was preformed in a vacuum furnace (with a maximum residual pressure during initial heat up of 2 × 10⁻⁵ Torr dropping by a factor of ten at equilibrium). All the isothermal foaming experiments were performed at 1030 °C, with a 25.4 mm outer diameter, 100 mm high titanium tube placed around the sample to act as a getter. The temperature was measured by a K-type thermocouple coated with boron nitride at the titanium getter tube (previous calibration tests had shown no measurable temperature gradient between the tube and the sample). Foaming under thermal cycling condition was carried out between 840 and 990 °C for the cycling rate experiments or between 840 and 1030 °C for all other experiments. For the former experiments 2, 4 and 8 min cycles were used, while the latter experiments were carried out with 8 min cycles. In all cases the temperature was measured by a type K thermocouple coated in boron nitride in direct contact with the sample.

2.2. Density measurements

The foaming experiments were periodically interrupted to measure the foam closed porosity by helium pycnometry and the foam density ρfoam by the Archimedes method using:

$$\rho_{\text{foam}} = \frac{m_{\text{air}} - m_{\text{water}}}{\rho_{\text{water}}}$$  \hspace{1cm} (1)

where $m_{\text{air}}$ and $m_{\text{water}}$ are the mass of the foam in air and in water, and ρwater is the temperature-dependent density of water. The total porosity $P$ was then calculated as:

$$P = \frac{\rho_{\text{metal}} - \rho_{\text{foam}}}{\rho_{\text{metal}} - \rho_{\text{Ar}}}$$  \hspace{1cm} (2)

where $\rho_{\text{metal}}$ is the density of Ti–6Al–4V and $\rho_{\text{Ar}}$ is the density of Ar calculated by the Virial equation with coefficients taken from Ref. [33]. The immersed sample mass $m_{\text{water}}$ has ±0.3 mg error due to surface tension, air pressure variations and the scale error (0.1 mg). With standard error propagation, the porosity of a 1 cm³ sample has an absolute error of ±0.03%, which is significant when compared to the smallest measured initial billet porosity (0.09%). Since each sample was measured at least 10 times, the 95% confidence interval of the average initial porosity, listed in Table 1, is about ±0.01%.

A systematic source of error is associated with the precise determination of $\rho_{\text{metal}}$, which depends on the exact level of the alloying elements Al and V. In previous studies on commercially pure Ti and NiTi [21,24], the density of the bulk material was measured from a sample arc melted from the powders used for foaming to eliminate density errors associated with variation in alloy composition. This method is less accurate in Ti–6Al–4V due to the dual phase nature of Ti–6Al–4V at room temperature consisting of a denser cubic β-phase and a less dense hexagonal α-phase.

<table>
<thead>
<tr>
<th>Samples</th>
<th>Powder average size (μm)</th>
<th>Argon backfill pressure (MPa)</th>
<th>Initial porosity $f_0$ (%)</th>
<th>HIP temperature (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>75</td>
<td>0.33</td>
<td>0.35</td>
<td>950</td>
</tr>
<tr>
<td>B⁺</td>
<td>115</td>
<td>0.33</td>
<td>0.36</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>165</td>
<td>0.33</td>
<td>0.32</td>
<td></td>
</tr>
<tr>
<td>B1</td>
<td>115</td>
<td>0.32⁺</td>
<td>0.48</td>
<td>980</td>
</tr>
<tr>
<td>B2</td>
<td>115</td>
<td>0.11⁺</td>
<td>0.09</td>
<td></td>
</tr>
<tr>
<td>B3</td>
<td>115</td>
<td>0.17⁺</td>
<td>0.24</td>
<td></td>
</tr>
<tr>
<td>B4</td>
<td>115</td>
<td>0.28⁺</td>
<td>0.36</td>
<td></td>
</tr>
</tbody>
</table>

a Only used for cycling rate studies.

b Low accuracy due to some gas loss during can welding.

c Calculated from metering of gas, not from pressure gage.
As both compositions and volume fractions of these phases are dependent on the thermal history, the density of a control Ti–6Al–4V sample produced by arc melting and rapid cooling is not the same as that of the slow-cooled HIPed Ti–6Al–4V samples.

To determine the exact density \( \rho_{\text{metal}} \) of the Ti–6Al–4V used in the foam, the following steps were taken. First, a section of as-HIP Ti–6Al–4V was vacuum arc melted into a 5.69 g sample whose density in the as-solidified state was measured by the Archimedes method (30 measurements) as 4.4292 ± 0.0005 g cm\(^{-3}\). Next, the \( \alpha \)-phase fraction was determined through SEM backscatter image analysis as 84.9% and 91.5% for the as-HIP B1 billet and the arc-melted B sample, respectively. Then, to relate the phase fraction to the density, the thermodynamic software JMat Pro (Sente Software Ltd.) was used to estimate the density of Ti–6Al–4V heat-treated to create the above \( \alpha \)-Ti phase fractions. The results are 4.50126 g cm\(^{-3}\) for 91.5% \( \alpha \)-phase (corresponding to the arc melted sample) and 4.49903 g cm\(^{-3}\) for 84.9% \( \alpha \)-phase (corresponding to the matrix of the HIP sample). While the absolute densities are different for the calculated and measured arc-melted samples (possibly because many Al/V ratios can give the same \( \alpha \)-Ti fraction), the ratio of the above densities (\( R = 4.49903/4.50126 \)) can be used to estimate the density of the matrix of the HIP sample as \( R \times 4.4292 = 4.4270 \) g cm\(^{-3}\).

2.3. Microstructure and mechanical properties measurements

For metallographic examination, samples were sectioned, mounted in phenolic resin and polished to 0.05 \( \mu \)m alumina. Pore size distributions were determined by digital image analysis from scanning electron microscope (SEM) micrographs. The images were processed to create a binary black and white image, which was then analyzed by the software ImageJ. The pore areas were determined and the effective two-dimensional diameter calculated (assuming circular shape). These diameters were then distributed into fifteen bins. Using Saltykov analysis [34,35], the two-dimensional size of bin \( i \) was calculated as \( D_{\text{max}} \times 10^{-0.1(i-1)} \), where \( D_{\text{max}} \) is the largest pore diameter (corresponding to the largest pore). For each bin size, a calculation [34,35] was run to find the corresponding three-dimensional pore diameter distributions. Due to the iterative nature of this method, a few pores with negative sizes were found, and these were discarded as artifacts.

Compressive mechanical properties were measured on samples with 6 mm diameter and 12 mm height, using a compression cage in a screw-driven universal testing machine, with strain calculated from cross-head displacement after correction for the machine compliance determined prior to the test. The Young’s modulus was calculated using standard equations [21] from sound velocity values measured ultrasonically in transmission using two transducers operating at 5 MHz.

3. Results

3.1. Foaming kinetics

As expected, the initial porosity scales linearly, within experimental error, with the Ar backfill pressure (Table 1) for samples B1–B4 densified at the same temperature, and the initial porosity is constant for samples A–C, within experimental error, which were backfilled with the same Ar pressure.

Fig. 1a shows the evolution of porosity during isothermal annealing at 1030 °C of foams A, C and B1–B4 with initial porosities \( f_0 = 0.09–0.48\% \). As reported previously for CP-Ti [19,25,36–38], the foaming rate decreases monotonically with time, as expected from the decrease in gas pressure associated with the increase in pore volume. For a given foaming time, the rate of porosity growth (slope of the curve in Fig. 1a) increases with increasing initial porosity, as expected from the increase in initial argon.

![Fig. 1. Isothermal foaming curves showing (a) total porosity vs. time for samples with various initial porosities and (b) total porosity and closed porosity vs. time for samples A, C and B1–B4.](image-url)
content. In Fig. 1b, the total and closed porosity are shown for the two foams with the highest initial porosity ($f_0 = 0.36\%$ and $0.48\%)$. For sample B4 ($f_0 = 0.36\%$), porosity starts to open when total porosity reaches a value of $\sim 22\%$. This is also true for foam B1 ($f_0 = 0.48\%$), with a first measurable open porosity for a total porosity of $\sim 24\%$, followed by rapid opening of the porosity associated with an abrupt cessation of foaming. The other four foams shown in Fig. 1a, with lower initial porosities and final porosities below $15\%$, show no measurable open porosity for the annealing times used here.

Fig. 2a shows the porosity evolution under thermal cycling conditions ($840–990 \, ^\circ\text{C}$) for three specimens of foam B ($f_0 = 0.36\%$) cycled with 2, 4 and 8 min periods. As compared to isothermal conditions, foaming is much more rapid, and the maximum porosity achieved (46\%) exceeds all those shown in Fig. 1a, even for billets with higher initial porosity. The curves are near linear, indicating that additional foaming may be achievable with further thermal cycling. Decreasing the cycling period leads to only a small gain in foaming rate. As shown in Fig. 2b, where porosity is plotted as a function of cycle number, this is because faster thermal cycle rates (i.e. shorter cycling periods) lead to lower porosity growth rate per cycle.

Fig. 3 shows the foaming behavior of samples B1–B4 with different initial porosities ($f_0 = 0.09–0.48\%$) for thermal cycling between 840 and 1030 $^\circ\text{C}$ with 8 min cycles. As in Fig. 2a ($f_0 = 0.36\%$), the porosity increases at first linearly with time, with the initial foaming rate scaling linearly with the initial porosity. After reaching a value of $\sim 40\%$, porosity abruptly stops growing, as the pores open the surface and release the entrapped Ar. In fact, the porosity decreases noticeably with further cycling for the two foams with the highest initial porosities ($f_0 = 0.36–0.48\%)$.

3.2. Foam microstructure

Figs. 4 and 5 show metallographic cross-sections of foam B1 ($f_0 = 0.48\%$) after various foaming times under isothermal (Fig. 4a–d) and cycling conditions (Fig. 5a–d). Since metallographic preparation is destructive, each micrograph represents a different sample from the same billet. Under isothermal conditions at 1030 $^\circ\text{C}$, pores grow rapidly to $9\%$ porosity after 1 h of foaming (Fig. 4b), then much more slowly to $21\%$ porosity after 8 h (Fig. 4c) and to $29\%$ porosity after 60 h (Fig. 4d). The pores are initially equiaxed and isolated in the cross-sections (Fig. 4b), but then connect to each other, forming a continuous path (Fig. 4c and d). As shown in Fig. 1b, the foam corresponding to Fig. 4d has mostly open porosity.

After $\sim 1$ h of thermal cycling ($840–1030 \, ^\circ\text{C}$), the pore size and fraction (Fig. 5b) is quite similar to that achieved isothermally (Fig. 4b), despite the lower average temperature during cycling. Upon further cycling for 3.5 h, a porosity of $24\%$ is reached (Fig. 5c), as compared to $21\%$ porosity after 8 h during isothermal foaming (Fig. 4c). In both cases, pores appear mostly unconnected to each other.
in the cross-sections. Finally, Fig. 5d shows a high porosity of 41% porosity achieved after 10 h of cycling. Pores have merged with each other, but their shape is more rounded than those shown in Fig. 4d for isothermal foaming (29% porosity after 60 h), indicating a higher level of matrix deformation, as expected from the higher porosity.

In micrographs of both isothermal and cycled foams, many pores show blocky shapes, as also reported for isothermally foamed Ti–6Al–4V by Kearns et al. [18], who assign this phenomenon to the anisotropic surface energy of Ti–6Al–4V. Direct comparison is difficult because the current study was carried out at lower temperatures, and the thermal cycling may allow for changes in the grain crystallographic orientations, which might enhance or reduce this effect.

Fig. 6 shows the pore radius distribution, as calculated using the Saltykov analysis on cross-sections of four foamed samples with 9–20% porosity produced under isothermal or thermal cycling conditions. While the small pores (10–20 μm) dominate by numbers, the largest size pores affect disproportionately the total porosity, which scales with pore volume. Two peaks appear in the distributions, the second peak, at the larger size, probably corresponding to clusters of merged pores.

3.3. Foam mechanical properties

Fig. 7 shows compressive stress–strain curves for foams produced by both methods (isothermal and cyclic foaming) and with various porosities (9–52%). All curves show similar features: an elastic region, a plateau region associated with pore collapse, and a densification region at the onset of which the test was terminated. As porosity increases, the yield and plateau stress decrease, while the strain in the plateau region before onset of densification increases. The energy absorbed to 30% compression ranges between 70 J g⁻¹ (250 J cm⁻³) for the foam with 21% porosity and 36 J g⁻¹ (75 J cm⁻³) for the foam with 52% porosity.
Fig. 5. SEM micrographs of polished cross-sections for samples B1 thermally cycled at 840–1030 °C (a) with 0.48% initial porosity samples in the as-HIP state; (b) with 8% porosity after 56 min of cycling; (c) with 24% porosity after 3.5 h of cycling; (d) with 41% porosity after 10 h of cycling.

Fig. 6. Pore size distributions as determined from cross-sections: (a) B1 with 9.2% porosity after 64 min of isothermal annealing; (b) B2 with 19.8% porosity after 200 h of 840–1030 °C cycling; (c) B3 with 10.8% porosity after 24 h of 840–1030 °C cycling (d) B4 with 12.3% porosity after 8 h of 840–1030 °C cycling.
In Fig. 8, the foam Young’s moduli, determined by the ultrasonic method and by compressive testing, are plotted as a function of porosity. While both measurements show a decreasing trend with increasing porosity, the latter method provides lower values of stiffness because of micro-plasticity at stress concentration regions produced by pores.

4. Discussion

4.1. Modeling of foaming kinetics

4.1.1. Isothermal conditions

The relationship between foaming rate and initial porosity existing in Fig. 1 can be explained by the fact that initial porosity scales with the amount of argon gas entrapped in the alloys, and thus the driving force for the expansion. In Fig. 1b, the growth of porosity slows abruptly as the pores open to the surface of the foam, leading to the escape of the gas and the elimination of the internal pressure driving the pore growth. The subsequent decrease in porosity indicates that sintering is closing the pores after the gas has escaped. The models presented here only address the first stage of foaming, when pores have not merged with each other or the sample surface.

Murray and Dunand [24] described an analytical model for foaming based on creep expansion of a thick walled pressure vessel [39]. A single gas-filled spherical pore is taken to be a representative section of a larger multi-pore system. Depending on the sign of the isostatic stress, this model can describe either the densification rate [40,41] or the expansion, or foaming rate \( \dot{f} \) as a function of the instantaneous porosity \( f \):

\[
\dot{f} = \frac{3A}{2} \frac{f(1-f)}{(1-f^{1/n})^{2}} \left( \frac{3}{2n} P_{\text{eff}} \right)^{n}
\]  

(3)

where \( P_{\text{eff}} \) is the effective gas pressure that drives foaming, discussed in more detail below. The material- and temperature-dependent constant \( A \) and the creep exponent \( n \) describe the uniaxial power-law creep equation for the bulk metal:

\[
\dot{\varepsilon} = A\sigma^n
\]  

(4)

where \( \dot{\varepsilon} \) is the uniaxial creep rate and \( \sigma \) is the uniaxial stress. The constant \( A \) can be further expressed as \( A = A' \exp(-Q/RT) \), where \( Q \) is the creep activation energy, \( T \) is the temperature, \( R \) is the gas constant and \( A' \) is a material-dependent constant. These parameters for Ti–6Al–4V in the \( \beta \)-field have been experimentally determined as \( A' = 0.72 \text{ MPa}^{-2.8} \text{s}^{-1} \), \( Q = 153 \text{ kJ mol}^{-1} \) and \( n = 2.8 \) [29]. Due to the rapid drop in gas pressure as the pore expands, the material is assumed to reach secondary, power-law creep rapidly, and primary creep is neglected.

Finite-element modeling (FEM) using a commercial software (Abaqus version 6.3) was performed to model pore expansion for both axisymmetric two- and three-dimensional (2- and 3-D) unit cells, shown in Fig. 9. Both models use mirror boundary conditions to simulate an infinite field of elastically interacting pores arranged on a simple cubic lattice. Previous work [24] demonstrated that the foaming rates calculated with the axisymmetric 2-D numerical model and the pressure-vessel analytical model (Eq. (3) with the ideal gas law and no surface tension correction) matched well up to \( \approx 8\% \) porosity, beyond which computational convergence issues prevented further calculations. The newer software version used here shows that agreement between the 2-D model, the 3-D model and the analytical model extends to \( \approx 25\% \) porosity (Fig. 9). Due to this excellent agreement, the least computationally expensive analytical model (Eq. (3)) was chosen to compare to experimental data.

As compared to previous work [24], which assumed ideal gas behavior and negligible surface tension of the pores, we consider here, as done initially in Ref. [42], the non-ideal behavior of Ar at high-pressure and the surface...
tension of Ti–6Al–4V. The argon pressure \( P_{\text{vir}} \) is given by the Virial equation of state:
\[
P_{\text{vir}} V_m = \frac{RT}{1 + B V_m (V_m / C_0)^2}
\]
where \( V_m \) is the Ar molar volume and \( B \) is a fitting parameter determined by a Taylor expansion as:
\[
B = a_1 + a_2 \left( \frac{T_0}{T} - 1 \right) + a_3 \left( \frac{T_0}{T} - 1 \right)^2
\]
where, for argon, fitting parameters are \( T_0 = 273 \) K, \( a_1 = -16 \) m\(^3\), \( a_2 = -60 \) m\(^3\) and \( a_3 = -10 \) m\(^3\) \([33]\).

In the current experiments, the Virial equation leads to \( \sim 8\% \) less gas in the pores than calculated from the ideal gas law. This difference affects significantly the initial foaming rates and the final porosity achievable in low backfill experiments. This non-linear effect also limits the use of higher HIP pressures to enhance foaming kinetics.

For small pore volumes, the surface tension becomes sizeable as compared to the gas pressure, and will tend to close the pores. In previous work done on vacuum sintering of pores free of internal gases, the surface tension closes pores with a rate determined by the initial pore radius and the local surface tension \([40]\). The effective inward pressure \( P_s \) from the surface tension \( \gamma \) is:
\[
P_s = \frac{2\gamma}{r}
\]
where \( \gamma \) is the solid surface energy and \( r \) is the pore radius. Then, the net gas pressure \( P_o \) within the pores at the end of the HIP densification (with applied pressure \( P_{\text{HIP}} \)) at equilibrium is:
\[
P_o = P_{\text{HIP}} + P_s
\]
from which the initial pressure at the foaming temperature can be calculated using the Virial equation. Similarly, the effective pore pressure during foaming, \( P_{\text{eff}} \), is reduced by the surface tension as:
\[
P_{\text{eff}} = P_{\text{vir}} - P_s
\]

The surface energy of solids is difficult to measure experimentally \([43]\). Even where data on surface tension in solids has been collected, it is most often pure metals \([44–46]\). Due to a lack of literature data for Ti–6Al–4V, the surface tension for pure titanium at 90 °C below the melting point, \( \gamma = 1.70 \) N m\(^{-1}\) \([44]\), was used here.

At the start of foaming, the effect of surface tension is minimal, as it represents in the present experiments 1–2% of the internal gas pressure. Surface tension becomes more important as the pores grow, because the pressure due to surface tension is inversely proportional to the pore radius (Eq. (7)) while the argon pressure is inversely proportional to the cube of the radius. Ultimately surface tension prevents the pores from all further growth when the internal gas pressure equilibrates with the surface tension pressure (assuming no external pressure, i.e. foaming in vacuum).

Modeling the effect of a pore size distribution is complex since the foaming rate is dependent on the pore size via Eqs. (8) and (9). Previous work has assumed a single average pore size rather than a distribution of porosity. Experimentally, the pores in the as-HIP samples B1–B4 are too small for metallographic techniques to provide accurate size distributions. The as-HIP pore distributions are then determined from a series of simulations using Eqs. (3)–(9) where, for each initial porosity, the initial pore radius is varied. These simulations show that there is a linear relationship between the initial and the final pore radius which is dependent on the internal pressure, surface tension and foaming time. Using this result, an as-HIP pore distribution, shown in Fig. 10, is calculated for each foam B1–B4 from their respective experimental Saltykov distributions shown in Fig. 6.

![Fig. 9. Calculated foaming curves for 1030 °C isothermal anneal with an initial porosity of 0.2% showing the curve for the continuum model (Eq. (3), for ideal gas and no surface tension) and finite-element modeling (2-D and 3-D, with meshes shown in the inset).](image-url)

![Fig. 10. Plots of volume-normalized pore fraction vs. pore radius in the as-HIP state calculated for various initial porosity.](image-url)
The time evolution of porosity was calculated from Eqs. (3)–(9) for various initial pore radii. The overall specimen expansion was calculated by weighing the contribution of each pore radius by its initial fraction, as illustrated in Fig. 11 for sample B2. The foaming curve was then matched to the closest individual pore curve to find an effective pore radius $r_0$, which is 5.3 µm for the experimental foaming curve shown in Fig. 11 for sample B2 with $f_0 = 0.09\%$. These effective pore radii are determined in a similar manner as 6.4, 6.8 and 12.5 µm for samples B3 ($f_0 = 0.24\%$), B4 ($f_0 = 0.36\%$) and B1 ($f_0 = 0.48\%$), respectively.

Foaming curves calculated from Eqs. (3)–(9) with the above $r_0$ values are shown in Fig. 12. Given the many simplifications used in the model, satisfactory agreement with the experimental foaming curves is achieved for samples B2–B4 with the three lowest initial porosities ($f_0 = 0.09\%, 0.24\%$ and $0.36\%$). Modification to the original model [24] (Virial pressure equation and non-zero surface energy) improve agreement with the experimental curves for all but the highest initial porosity sample. For sample B1 with the highest initial porosity ($f_0 = 0.48\%$), the predicted foaming curve is significantly lower than the measured one. The most likely cause for this discrepancy is an error in the initial porosity measurement of the sample: iron from the HIP tube may have not been completely removed during sample preparation, thus increasing the sample density and decreasing the calculated initial porosity. A very small amount of iron, 2 mg, can completely account for this error: by increasing the initial porosity from 0.48\% (with iron) to 0.59\% (without iron), a good fit with the experimental curve is achieved.

### 4.1.2. Thermal cycling conditions

At low stresses, transformation superplasticity results in enhanced strain rates as compared to creep deformation [26,28–31]. This mechanism is active under multiaxial stress state [30,31], and has been shown, in CP-Ti, to enhance densification of pores subjected to external pressure [40,41], or, alternatively, enhance the expansion of internally pressurized pores [26,28–31]. In uniaxial experiments, the strain increment accumulated after each transformation is proportional to the applied stress. Thus, when cycling occurs at a constant heating and cooling rate over many cycles, the average strain rate is proportional to the applied stress, i.e. the power-law creep equation (Eq. (4)) shows a stress exponent of unity. Transformation superplasticity has been measured in uniaxial tension for dense Ti–6Al–4V, and for the same temperature range (840–1030 °C) and the same 8 min cycling period used in the present foaming experiments: the average stress exponent is $n = 1.1$, and the creep constants is $A = 2.65 \times 10^{-6} \text{MPa}^{-1}\text{s}^{-1}$. Decreasing the cycling period is
expected to increase the average strain rate, and thus the foaming rate. Fig. 2a, however, shows no significant improvement, as also previously reported during uniaxial deformation of Ti–6Al–4V for cycling periods of 4–10 min [30]. This effect was assigned to incomplete phase transformation due to limitations in heat transfer and transformation kinetics, reducing the internal mismatch responsible for the strain increment. Thus, faster cycling provides more transformation events, but with less strain per event, so the average strain rate remains unchanged.

Foaming curves calculated from Eqs. (3)–(9) with the same \( r_0 \) values as used in Fig. 12 are shown in Fig. 13, where the contributions of isothermal and cyclic foaming are added in Eq. (3) with the creep and superplasticity parameters for Ti–6Al–4V. The contribution to foaming from creep becomes negligible for porosities above 10\%. As in the isothermal case (Fig. 12), calculation are in reasonable agreement with the experimental foaming curves for samples B2–B4 with the lowest initial porosities (\( f_0 = 0.09\%, 0.24\% \) and 0.36\%). The discrepancy for sample B1 with the highest initial porosity (\( f_0 = 0.48\% \)) is of the same sign and magnitude as for the isothermal case (Fig. 12), which confirms that it may be due to an initial density error, as discussed above.

4.2. Foam mechanical properties

4.2.1. Stiffness

The Gibson–Ashby model provides a simple relationship between the foam’s Young’s modulus \( E \) and the foam’s density \( \rho \):

\[
\frac{E}{E_o} = \left( \frac{\rho}{\rho_o} \right) ^\eta
\]  
(10)

where \( E_o \) and \( \rho_o \) are the Young’s modulus and bulk density of the dense material and the exponent \( \eta \) is 2 in the original model [47] and allowed to fluctuate in the expansion by Wanner [48]. As shown in Fig. 8, good agreement is obtained between predictions from Eq. (10) and the ultrasonically measured foam stiffnesses, with the free parameter \( E_o \) taking a value of 120 GPa, which is within the range expected for dense, pore-free Ti–6Al–4V [49]. Wanner [48] showed that pore shape and orientation can be taken into account by allowing the exponent \( \eta \) to depart from its value of 2. A best-fit procedure on the ultrasonic data in Fig. 8, where both \( E_o \) and \( \eta \) vary, results in values of \( E_o = 120 \) GPa and \( \eta = 2.16 \), and a further slight improvement in agreement. Similarly, previous data on unalloyed titanium foams with 1–44\% porosity was best fitted for \( \eta = 2.16 \) [19]. The Young’s modulus of the foam with the highest porosity (52\%) is 26.8 GPa (ultrasonic measurement) or 18.1 GPa (compressive measurement), which is close to the stiffness of cortical bone (12–17 GPa) [50]. Better matching of elastic moduli reduces stress shielding in bone-replacement implants, thus delaying implant loosening [51].

![Fig. 14. Yield stress (0.2% offset) as a function of porosity with two best-fit lines from Eq. (11).](image)

4.2.2. Compressive properties

The compression stress–strain curves are smooth and without serrations, which is typical of ductile titanium foams with equiaxed, uniform porosity [10,36]. As expected, the curves show the following trends with increasing porosity: (i) decreasing stiffness in the elastic range, where cell walls are deflecting elastically; (ii) decreasing yield stress, marking the onset of large scale plastic deformation; (iii) decreasing slope of the Plateau region, where cells collapse and plastic deformation is extensive; and (iv) increasing value of strain for onset of densification. Fig. 14 shows a plot of the 0.2\% offset yield stress vs. porosity. Also plotted in this figure is the Gibson–Ashby relationship between the foam yield stress \( \sigma_y \) and the foam density \( \rho \) as [47]:

\[
\frac{\sigma_y}{\sigma_{yo}} = C \left( \frac{\rho}{\rho_o} \right) ^{3/2}
\]  
(11)

where \( \sigma_{yo} \) is the yield stress of the dense material and \( C \) is a fitting parameter taking values in the broad range of 0.1–2, with values greater than 0.3 expected from microcellular modeling [52]. Using a value of \( C = 1 \), Eq. (11) is best fitted to the experimental data for \( \sigma_{yo} = 724 \) MPa. If the exponent in Eq. (11) is not fixed, a best-fit calculation with \( C = 1 \) results in a value of 2.1 for the exponent and \( \sigma_{yo} = 818 \) MPa for the yield stress. Both best-fit lines are plotted in Fig. 14. As expected, these values are close to the 770–880 MPa values reported for beta-annealed Ti–6Al–4V [53].

5. Conclusions

Porous Ti–6Al–4V is created by expansion of pressurized argon trapped in micron-size pores during a prior powder-consolidation step. Pore expansion occurs by deformation of the surrounding matrix under isothermal conditions (1030 °C) or by thermal cycling (840–980 or
840–1030 °C) across the allotropic temperature range of Ti–6Al–4V. The following results are found:

- Isothermal foaming, where pores expansion is controlled by creep deformation of the surrounding matrix, is slower than foaming with temperature cycling, which activates transformation superplasticity. Superplastic foaming also delays pore wall fracture and the concomitant gas escape, thus increasing the maximum porosities achievable in the foams.

- As initial preform porosity is raised from 0.09% to 0.48% (by increasing the amount of trapped Ar by increasing the backfill pressure), initial foaming rates (time to 5% porosity) increases by a factor of 60 for cycling foaming and by a factor of >2000 for isothermal foaming due to the increase in internal pressure and the resulting increase in deviatoric stresses within the matrix. Times to achieve maximum porosity also decrease rapidly with increasing initial porosity.

- Experimental foaming curves (porosity vs. time) before the onset of gas escape are successfully modeled for both creep and superplastic conditions using a simple pressure-vessel model, modified to take into account the non-ideal behavior or Ar under high pressures, and the sintering effect of surface tension, which is dependent on pore size.

- As the foam porosity increases from 8% to 52%, the yield stress decreases from 670 to 170 MPa and the Young’s modulus decreases from 120 to 28 GPa, in general agreement with the Gibson–Ashby models for foam stiffness and strength. Foams with the highest porosity are attractive for bone-replacement implants, since they exhibit a combination of high strength (needed for fatigue resistance), low stiffness (useful to reduce stress shielding) and open porosity (enabling osseo-integration).
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