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Abstract

A set of analytical models based on engineering beam analysis is developed to predict creep behavior of cellular materials over a broad
range of relative density. Model predictions, which take into account the presence of mass at strut nodes and consider different possible
deformation mechanisms and foam architectures, are compared to experimental creep results for a replicated nickel-base foam and a
reticulated aluminum foam. As porosity decreases, the controlling creep mechanism in the foams changes from strut bending, to strut

shearing, and ultimately to strut compression.
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1. Introduction

The creep deformation of cellular materials (or foams) is
important for load-bearing applications at high homologous
temperatures. For creep-resistant applications, metallic
foams are particularly interesting, since they have higher
creep resistance and oxidation resistance than polymer
foams and higher toughness than ceramic foams. Most
metallic foams studied to date are based on aluminum pro-
duced by melt foaming [1-3]. Foam creep models have thus
focused mostly on low-density reticulated foams with or
without cell walls [4-6]. Unlike aluminum foams, high-melt-
ing metal foams cannot easily be produced by gas injection or
generation in the melt, due to their high liquidus temperature
and reactivity. Rather, replication methods have been used
for various high-melting alloys such as nickel-, iron-, and
titanium-base foams [7-12] as well as for aluminum with
higher relative densities than reticulated foams [13-15]:
liquid metal is poured, or powders are densified, in the space
present within a partially densified preform of space-holder
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powders (usually a salt or oxide) which are subsequently
removed to create porosity. Replicated foams thus show
open pores but they exhibit struts which are much less uni-
form in cross-sectional area than those in reticulated foams:
they are thick at their nodes and become progressively thin-
ner toward their mid-points, reflecting the shape of the empty
space between the contacting space-holder particles. Thus,
replicated metal foams, with typically 30-85% open poros-
ity, have an architecture intermediate between reticulated
foams (with struts of uniform diameter connected by nodes,
and with open porosities above ~85%) and porous metals
(consisting of distinct pores within a continuous matrix, with
fully or partially closed porosities under ~30%).

To date, research on creep of metallic foams has focused
on reticulated Al and Ni foams with porosity over ~85%
for which models have been developed considering the
compressive or bending deformation of struts with uniform
cross-sections. Extending these models to higher relative
density for replicated foams may be inadequate, since the
struts of these foams have non-uniform sections and low
aspect ratios, which may lead to combined compression
and bending deformation mechanisms or even new mecha-
nisms such as shearing.
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In the present work, we address this issue by developing a
series of analytical models to predict creep behavior of metal-
lic foams over a broad range of porosity values and for var-
ious strut geometries. This is achieved by modifying existing
creep models for high-porosity reticulated foams which are
based on bending[1,4] or compression [16]of uniform struts.
Predictions of the modified models, which explicitly consider
the presence of mass at nodes as well as a range of deforma-
tion mechanisms and foam architectures, are compared to
experimental foam creep results for a replicated nickel-base
foam reported here and an aluminum reticulated foam
reported previously in the literature [4].

2. Creep models
2.1. Existing creep models

2.1.1. Beam analysis models
For a monolithic material, the secondary creep behavior
may be expressed by the power-law creep equation as

: . -0 "
&y = Aay exp (RT) =Ko (1)
where &, is the uniaxial strain rate, 4 the creep constant, o
the uniaxial stress, n the stress exponent, Q the creep acti-
vation energy, R the gas constant, and 7 the temperature.
The creep constant and the Arrhenius term in Eq. (1) are
often combined into a single parameter K= Aexp(—Q/
RT) for simplicity. For foams, the uniaxial stress and
strains are usually compressive.

Gibson and Ashby [1,4] developed a simple expression
for uniaxial creep of an open-cell reticulated foam:
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where ¢ and p are the foam strain rate and relative density,
respectively. This expression is valid for open-cell foams

a b

whose repeat unit (which after mirroring produces a unit
cell) consists of one node connecting three struts of uni-
form cross-section (Fig. 1), and it assumes that deforma-
tion of the structure is controlled solely by the creep
bending of the strut perpendicular to the applied stress,
with the two other struts parallel to the stress assumed to
be rigid. The expression is found to correspond generally
well with the creep behavior of reticulated Al foams ob-
served experimentally [4]. We call this model (Eq. (2)) the
Gibson—Ashby bending (GA-b) model.

Hodge and Dunand [16] developed an alternative
expression for the creep of foams, based on a different retic-
ulated architecture. In their model, a node connects six
struts (Fig. 2), so that struts perpendicular to the applied
stress are prevented from bending. Deformation is assumed
to be solely due to the uniaxial compressive deformation of
struts parallel to the applied stress and the foam strain rate
is given by

i=(5) ko' 3)

Eq. (3) generally predicts lower strain rate than Eq. (2) for
a given relative density and stress exponent, especially at
low relative densities [16]. The relative density below which
the foam strain rate in Eq. (3) is lower than that in Eq. (2)
is ~0.3 for n =1, increasing for higher »n values (~0.7 for
n =5). We call this model the Hodge-Dunand compression
(HD-c) model.

Both GA-b and HD-¢ models were developed using the
engineering beam analysis approach, which considers foam
architectures coupled with some relevant deformation
mechanisms. Their use is however limited to foams with
low relative densities (~0.2 and below), partly due to a ser-
ies of simplifications made in deriving these equations
which prevent the models to be justifiable at higher foam
relative density. In particular, in the GA-b model, it is
assumed that the uniaxial force F, strain rate, and relative
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Fig. 1. Gibson-Ashby model (p = 0.04) shown (a) in three dimensions for unit cell (dark) and repeat unit (light) [21] and (b) in projection with geometric

parameters d and ¢.



Y. Boonyongmaneerat, D.C. Dunand| Acta Materialia 57 (2009) 13731384 1375

a b

l |
E ' '
d
e — [t
1!'-' I:I ]
u Ed L

Fig. 2. Hodge-Dunand model (p = 0.05) shown (a) in three dimensions for extended unit cell (dark) and unit cell (light) [21] and (b) in projection with

geometric parameters d and ¢.

density are proportional to strut dimensions according to
Foo-I, & /1, and p o (¢/1)*, where & is the rate of
deflection of struts perpendicular to the uniaxial force,
and ¢ and / are, respectively, the thickness and length of
foam struts. However, these approximations are accurate
only when struts are fairly slender at low relative densities.
In the HD-b model, it is assumed that the mass at nodes is
small compared to that of the struts, so that the assump-
tion that one third, rather than the totality, of the node vol-
ume is load-bearing is acceptable. This approximation
becomes less and less valid as the relative density increases,
because the node mass increases more rapidly than the
strut mass.

2.1.2. Composite analysis models

By utilizing the mean-field theory and simplifying the
variational estimates for non-linear composite deforma-
tion, Mueller et al. developed an analytical expression for
the uniaxial steady state creep rate of metallic foams as
[17]:

é _ Fg(l‘#ﬂ)/zp—(nf])/zKo.ﬂ (4)

where F is the ratio of the Young’s modulus of foams and
monolithic materials, which may be expressed as
Fr = Agp*, where Ag is a fitting parameter typically close
to unity. For open-cell foams with low to intermediate rel-
ative density (less than ~0.5), the exponent is o =~ 2. At
higher relative densities, it was experimentally determined
as a = 1.2 [18]. For sintered powder-based materials with
relative density above ~0.8, the value of o may be as low
as 0.3 [19]. The strain rate relationship obtained by Eq.
(4) produces trends similar to those of the GA-b model
in the low-density range [17]. This mean-field (MF) model
will be discussed in relation to other models based on beam
analysis in later sections.

2.2. Strut bending models based on the GA-type cell

In this section, we develop analytical expressions to
refine the GA-b model (Eq. (2) and Fig. 1) by considering
explicitly the presence of rigid nodes. We also consider
variants of the model where shearing of horizontal struts
replaces bending, and where compression of vertical struts
contributes to the overall deformation.

2.2.1. Modified bending mechanism

We follow here the same derivation presented in Ref. [4]
with the same unit cell foam geometry of the original GA-b
model but replace the strut total length / in the original der-
ivation with the value d — #/2 (where d and ¢ are, respec-
tively, the strut half length and its thickness, as shown in
Fig. 1), thus taking explicitly into account the non-zero
width of the nodes, given by the strut thickness 7. The
resulting equation for J, the rate of deflection for struts
perpendicular to the uniaxial load, is then

b (d—1/2° <2n+ 1>”. <F(d—t/2))" (5)

R t n o, 13

Thus, it is assumed that nodes remain rigid while the four
horizontal strut sections with length d — /2 of the GA cell
are deforming by creep bending, as illustrated in Fig. 3a.
The foam remote strain rate and stress are related to the dis-
placement rate and load through the dimensional arguments:

E=kid/(d+1/2) (6)
F = kya(d +t/2) (7)
where k| and k, are dimensionless constants. These equa-
tions are again similar to those used in Ref. [4], except that
the strut length / is replaced with d — /2. Furthermore, the

third assumption in the GA-b model concerning the rela-
tive density (p o (¢/1)%) is replaced with a more complex
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Fig. 3. Gibson-Ashby model shown in projection (a) for low relative density (p = 0.04); (b) for intermediate relative density (p = 0.30); (c) for high
relative density (p = 0.50). The possible deformation mechanism of this model is bending (GA-b’) or bending/compression (GA-bc) in (a), shearing (GA-s)
or shearing/compression (GA-sc) in (b), and compression (GA-c) in (c), Volumes undergoing deformation are shaded dark grey for bending or shearing,

and light grey for compression.

equation (Eq. (A1) in Appendix A) relating relative density
with the strut length 2d and width ¢. This equation can fur-
ther be simplified into Eq. (A2), which defines the relative
density of the foam as a function of a single parameter,
the strut aspect ratio a = 2d/t. Introducing Egs. (6), (7),
and (A2) into Eq. (5), we obtain

éiklkg Cn+1\" |[fa=1\*" [a+1\*"" (2 !

n+2 n 2 2 “\ o,
(8)

The values of the constants k; and k, (determined in

Appendix B as k; = 3.1 and k, = 9.3 over a range of rela-
tive density of 0-0.15) are introduced in Eq. (8) to give

ey ) e
©)

This equation is labeled “modified Gibson—-Ashby bend-
ing” (GA-V') in the following, as it is a modified version

. KO_I‘I

of Eq. (2) assuming bending of horizontal struts, but taking
into account explicitly the node size.

2.2.2. Shearing mechanism

In the GA-type models, as the strut aspect ratio decreases
with increasing foam relative density, a possible alternative
deformation mechanism to bending for the horizontal strut
is shearing. As illustrated in Fig. 3b, any pair of adjacent
vertical rigid struts translating vertically towards each other
along the direction of the applied stress can result in shear-
ing of the horizontal strut connecting them, rather than
bending. To determine the strain rate for foams experienc-
ing such deformation mechanism, we first consider the rela-
tionship between shear strain rate 7 and shear stress t:

30 RK (10)
3(=1/2

'\’/:K/‘[n =

where K’ is a constant and the pre-factor is derived
based on Eq. (1) and the relationships between tensile and
shear strain rates and stresses [20]. Based on foam geome-
try, Eq. (10) may also be written as
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Finally, we assume that 5 and F relate, respectively, to
¢ and o through the relationships given in Egs. (6) and
(7). After introducing these equations in Eq. (11), the strain
rate for the GA-s model deforming by strut shearing
(Fig. 3b), rather than strut bending Fig. 3a), is given as

, Sl fa—1 a+ 1\
(5 (23)

This equation is labeled “Gibson—Ashby shear” (GA-s) in
the following.

Ko" (12)

2.2.3. Combined bending and compression mechanisms

In addition to bending of horizontal struts as discussed
in Section 2.2.1, the assumption that vertical foam struts
are rigid can be relaxed. Then, the contribution of strut
bending (Eq. (9)) and strut compression, which are inde-
pendent of each other, can be added. First, we develop an
expression for the compressive strain rate of vertical struts,
which is given by an equation similar to Eq. (3), modified to
take into account more precisely the ratio of volume of
vertical struts and associated nodes deforming under com-
pressive load (V) to the total volume of foam material (V7),
for the case of the unit cell of GA model (Fig. 1):

Ve 3df+3f 3a+3
2 2 = (13)
V, %dt + 7 9a + 4

where V., is calculated as the sum of the two vertical strut
volumes and half the volume of the two corresponding
nodes in the repeat unit of Fig. 1. This ratio is assumed to
be 1/3 in the original HD-c model in Eq. (3). Since the area
under compression is the total area of the unit cell divided by
pV./V, the stress exerted on the vertical foam struts (a,) is

o (14)
3a+3

(9ai4) p

Introducing this stress into Eq. (1), the resulting strain rate

for foam with a GA unit cell deforming solely by creep
compression of vertical struts is

3a+3 \"
;= o) Ko 15
¢ <9a4—4 p) g (15)

Combining the above expression with the strain-rate con-
tribution from the bending mechanism (Eq. (9)) gives

S )

3a+3 \7" .,

This equation is labeled “Gibson—Ashby bending/compres-
sion” (GA-bc) in the following.

g, —

2.2.4. Combined shearing and compression mechanisms
Shearing of horizontal struts in GA-s model may be
coupled with compression of vertical struts of foams. The

strain rate of such a system, experiencing independently
shearing and compressive deformations, is found by com-
bining Eqgs. (12) and (15):

e )] ) e
(17)

This equation is labeled “Gibson-Ashby shearing/com-
pression” (GA-sc) in the following.

2.3. Strut compression models based on the HD-type cell

In this section, we develop analytical expressions to
refine the HD-c model (Eq. (3) and Fig. 2) by considering
more accurately the contribution of creeping nodes and
also by examining the effect of mass concentration at
nodes, both of which become more important when the
foam relative density increases.

2.3.1. Compression mechanism

The HD-c model (Eq. (3)) assumes that one third of the
material in the foam deforms under compression. This cor-
responds to one third of the struts (the vertical struts par-
allel to the applied stress) and one third of the node
volume. While the strut volume is exact, the node volume
is underestimated, because the whole node (rather than
only one third of the node) is subjected to the compressive
stress and creeping. Then, the foam strain rate in Eq. (3) is
underestimated, and the error increases with increasing rel-
ative density. Similar to Section 2.2.3, we examine the ratio
of the volume of vertical struts and node under compres-
sive load (V) to the total volume of solid (V) in the HD
unit cell (Fig. 2):

a+1

V. 2df+7

— = 5 * = (18)
Vi 6dt'+¢£ 3a+1

As before, the stress on the vertical struts and node is given

by a,= alp(V,/V,), which is introduced into Eq. (1) to
give the foam strain rate as

, a+1 -

= . Ko" 19
: (3a al p) o (19)
This equation converges to the original HD-c equation
(Eq. (3)) as the strut aspect ratio « becomes large, i.e., when
the node volume becomes negligible as compared to the

strut volume. This new equation is labeled “modified
Hodge-Dunand compression” (HD-¢') in the following.

2.3.2. Compression mechanism with concentrated mass at
nodes

For foams such as those created by the replication
method, nodes exhibit larger cross-sections than struts,
i.e., mass is concentrated at nodes. A highly simplified
schematic for the new HD unit cell that exemplifies this
geometry is shown in Fig. 4. Compared to the original
HD unit cell of the same volume fraction with a uniform
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size of strut and nodes, the cell with concentrated mass
at node exhibits a larger solid volume responsible for
sustaining the vertical compressive load. For the ideal-
ized geometry shown in Fig. 4, the ratio of the volume
of vertical struts and node under compressive load (V)
to the total volume of solid (V;) in the unit cell of the
foam structure is

Ve 2eb’+c 2f7+g
Vi 6eb*+c3 6f7+g
where b is the strut width, ¢ the node width and e the strut
length (as shown in Fig. 4) and the parameters fand g are
given as f = b/c and g = c/e; these parameters can also be
expressed as a function of the foam relative density and
the node volume fraction V,, as given in Appendix A.
Assuming that the ratio of areas under compression scales

with the ratio of volumes under compression, the creep rate
of this system is estimated as

2/’ +g )"
6/” + 4 p

This equation is labeled “Hodge-Dunand concentrated
mass” (HD-cm) in the following. The above assumption
— taking an average strut/node cross-sectional area —
does not fully describe the creep of the cell shown in
Fig. 4 given the non-linear form of the creep law (Eq.
(1)), but this geometry is in fact far from representative
of replicated foams. Thus, refining the model further
would necessitate specific information on the exact strut
and node geometry, and would be more adequate for a
finite-element model [21].

(20)

ézKoZzKa"( (21)

Fig. 4. Hodge-Dunand model (p =0.05) with mass concentration at
nodes (V,=0.75, f=b/c=0.3, and g=c/e=1.2) showing unit cell
(white) and repeat unit (shaded) with geometric parameters b, ¢, and e.

2.4. Summary of analytical creep models

The various analytical relationships for creep behaviors
of metallic foams presented here are summarized in Table
1. All creep equations in Table 1 predict that the foam
strain-rate sensitivities to stress (through the stress expo-
nent n) and temperature (through the activation energy
0, included in K= Aexp(—Q/RT)) are equal to those of
the monolithic material. However, the strain-rate sensitiv-
ity to the foam relative density varies among models. It is
thus possible to normalize the strain rate of the foam by
that of the monolithic material (Eq. (1)) to determine a fac-
tor, dependent on strut geometry (strut aspect ratio ¢ and
node parameters f'and g) and relative density p, expressing
the increase in strain rate due to porosity at a given stress
and temperature.

3. Experimental procedures

The nickel-base alloy J5 (Ni-22.5Mo-12.5Cr-1Ti—
0.5Mn-0.1Al1-0.1Y, in wt.%) was provided by the National
Energy Technology Laboratory (Albany, OR). This alloy
has a liquidus temperature of 1350 °C and was developed
for solid-oxide fuel cell interconnects [22,23]. A J5 ingot
was placed on top of a partially sintered preform of sodium
aluminate space-holder powders (sieved to 355-500 pm,
purchased from Alfa Aesar) within a 20 mm-ID crucible,
which was heated to 1450 °C under vacuum. Argon at
0.08 MPa pressure was then introduced in the furnace,
which forced the melt into the evacuated pores of the pre-
form. The solidified composite ingot was then machined
into 8 x 4 x 4 mm? specimens from which the space-holder
was subsequently leached in an aqueous 10% HCI solution.
The resulting foams were homogenized at 1100 °C for 4 h
under argon, and annealed at 850 °C in air for 4 h, with
water-quenching terminating each step. Monolithic J5
specimens were also machined and heat-treated similarly
to the foams. Further processing details are given in Ref.
[12].

Constant-load compression creep tests were performed
in air at 850 °C in a creep frame with strain measured con-
tinuously by a linear voltage displacement transducer to an
accuracy of 2 um. The secondary creep strain rate was
determined from the slope of strain—time plots and each
specimen was subjected to a series of increasing stresses
in the range of ~10-100 MPa until accumulated strains
of 0.1 and 0.3 had been reached in the foam and monolithic
specimens, respectively.

4. Results
4.1. Analytical results

Considering first the GA unit cell, the foam strain rate,
after normalization by the strain rate of the monolithic

material, is plotted in Fig. 5 for a typical creep exponent
(n=73) as a function of relative density for the various
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Table 1
Existing and modified models for creep of foams.
Model name Deformation mechanism Strain-rate relationship Equation
Beam analysis — GA unit cell
GA-b Gibson—Ashby bending i =28 (M) p~ G2 gn (2)
GA-b Modified Gibson-Ashby bending by = "+7. (93 (2n+1) ) { at) 7+n ) a+1)2” 1] -Ka" 9)
GA-s Gibson—Ashby shear & = 1.8-8.1" [(%‘ (%) ] (12)
GA-bc Gibson-Ashby bending/compression Epe = &y + (;Zﬁ . p) -Ka" (16)
GA-sc Gibson-Ashby shearing/compression & = Ep + (;Zﬁ : p) - -Ko" (17)
Beam analysis — HD unit cell
HD-c Hodge-Dunand compression i = (8" Ko (3)
HD-¢/ Modified Hodge-Dunand compression b = (3‘1;11 -p) Ko (19)
HD-cm Hodge-Dunand concentrated mass bem = E;E p) - -Ko" (21)
Composite analysis
MF Mean field &= (Adpp*)” T2 p=(-1)/2 g1 e
18 in Fig. 5, despite in some cases showing positive values of
strain rates.
8- Compressive deformation of the vertical struts is an
- additional mechanism which is added to the bending or
e shearing of the horizontal beams in models GA-bc (Eq.
x 61 (16)) and GA-sc (Eq. (17)), respectively. Fig. 5 illustrates
-Eu. that the compressive contribution is negligible for relative
2 4. density p <0.20, where creep is governed by the fastest of
the two simple mechanisms (modified bending for
p <0.15 and shearing for 0.15 < p <0.20). For p > 0.20,
2 the compression term in Eq. (16) and Eq. (17) becomes
dominant, so that the fastest of these two model controls
| the overall foam creep: the GA-sc model (compression
0 T T T T T T T T T . < < .o qe
0 o 02 03 04 05 and shearing) for 0.20 < p <0.41. However, the validity

Relative Density [-]

Fig. 5. Foam strain rate (normalized by that of the dense material with
n = 3) vs. foam relative density as calculated for various GA models. The
GA-b model is not valid for p > 0.41.

GA models (GA-b, GA-b', GA-s, GA-bc and GA-sc). The
modified GA-b’ model (Eq. (9)) is close to the original GA-
b model for low relative densities (p between 0.02 and 0.10)
but predicts significantly lower strain rates for p ~ 0.15.
Although the result of GA-b’ presented in Fig. 5 are not
exact due to approximations used in the derivation
(Appendix B), this model is characterized by a more rapid
decrease in foam strain rate as relative density increases.
However, as the span of the struts become small, bending
of struts becomes less and less important while shearing
becomes controlling for the overall foam deformation
(Fig. 3). Indeed, the GA-s shearing model (Eq. (12)), pre-
dicts faster creep rates than the GA-b or GA-b’ model
for p>0.15. However, the GA-s model becomes invalid
at a relative density p ~ 0.41 for strut aspect ratio a =1
when the struts span d — /2 reaches zero. Above
p ~ 0.41, all GA-b models are thus invalid and not plotted

of these compression models becomes questionable for very
high relative densities (say, p > 0.60), where a composite
model is more appropriate. Indeed, neither GA-bc nor
GA-sc model predicts log(¢/K¢") = 0 for p =1, as would
be expected physically. In summary, for the GA unit cell,
the fastest of the GA-b’, GA-s, GA-bc and GA-sc models
is expected to dominate creep deformation. For n =3, it
is the modified bending model (GA-b') for p <0.15 and
shearing/compression (GA-sc) for p>0.15 (which gives
the same result as bending/compression (GA-bc) for
p>0.41).

Turning now to the HD unit cell, Fig. 6 shows the nor-
malized foam strain rate as a function of relative density
for the three HD models (HD-c, HD-c¢/, and HD-cm) for
a stress exponent n=3. For comparison, the original
GA-b model is also presented (but as pointed out earlier,
is only valid for p <0.41). As already shown in Ref. [16],
the HD-c model predicts much slower strain rates at low
relative density than the GA-b model, but the two models
converge for relative densities near p =0.50 (for n = 3).
Fig. 6 shows that the modified HD-¢' model (Eq. (19))
diverges steadily from the original HD-c model as the rel-
ative density increases, with the mismatch reaching about
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Fig. 6. Foam strain rate (normalized by that of the dense material with
n = 3) vs. foam relative density as calculated for various HD models. Also
shown is the GA-b model, to help comparison with Fig. 5, which is
however invalid for p > 0.41, where it is plotted as a dotted line.

one order of magnitude at full density p =1, where the
modified HD-c¢’ model correctly predicts the creep response
of the monolithic material (i.e., log(¢/K¢") =0). When
concentrated mass at the node is considered (HD-cm
model, Eq. (21)), the foam creep rate is further decreased
as shown in Fig. 6. In this particular example, g = 18/°, giv-
ing a node volume fraction of ¥, =0.75 (Eq. (AS)) and a
strut volume fraction of 0.25, as well as a ratio V,/
V,=0.83 (from Eq. (20)).

4.2. Experimental results
The replicated J5 foam specimens exhibited a density of

4.0 gcm >, corresponding to an open porosity of 54%
(p =0.46). Fig. 7 shows the microstructure of the foam

Fig. 7. Metallographic cross-section of open-cell J5 foam processed by
casting replication of sodium aluminate performs. The foam exhibits a
density of 4.0 gem > corresponding to an open porosity of 54%
(p = 0.46).

which exhibits pore-free struts and nodes, unlike replicated
foams produced by powder metallurgy [11]. There is thus
no closed porosity. While it is difficult to ascertain from
2D micrographs whether the structure of this replicated
foam 1is closer to the GA or the HD cells, concentrated
mass at nodes is clearly observed in the structure, distin-
guishing the replicated foam structure from those of the
idealized GA and HD cells with uniform struts.

Fig. 8 shows a rectangular J5 foam specimen employed
in the creep experiment, along with examples of compres-
sive strain—time plots obtained from the tests performed
on foam specimens. Fig. 9 presents a double logarithmic
plot of the strain rate vs. applied stress for J5 foams and
monolithic J5 at 850 °C. As anticipated, the solid J5 exhib-
ited much lower strain rates than the J5 foams, at a given
stress. Two creep regimes exist, each with a similar stress
exponent for each material. At low strain rates
(6 < 5x107%s7"), the stress exponent is low (n = 1.7 and
1.2 for foam and monolith, respectively), while at high
strain rates (¢ > 5 x 107*s71), it is high (» = 3.8 and 3.3,
respectively). The average strain exponents of the materials
are thus estimated as 1.5 and 3.5.

5. Discussion

The various creep models developed in the present study
are based on the two GA and HD unit cells (Figs. 1 and 2).
While all of these newly derived models predict monotoni-
cally decreasing trend of creep rates with increasing foam
relative density, the magnitude of the creep rate predicted
by individual models varies widely. Generally, the mecha-
nism (or combined mechanisms) predicting, at a given
foam relative density, the fastest foam creep rate can be
assumed to be dominant. These mechanisms are compared
in the following discussion for three ranges of foam relative
density (low, intermediate and high) and compared to
experimental foam creep data.

Strain []

40000

0 20000
Time [sec]

60000

Fig. 8. Plot of strain vs. time for J5 foams subjected to compressive
stresses of 20 and 36 MPa. Relative densities are 0.46 and 0.47,
respectively. The inset presents an example of replicated J5 foam
specimens (8 x 4 x 4 mm?) used in creep testing.
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Fig. 9. Foam strain rate vs. applied stress as predicted by various HD
models for p =0.46 and stress exponents n =1 and 3 (at low and high
stress), using the experimental creep data for monolithic J5 for the creep
constant K at 850 °C. Also shown are experimental creep data for the
replicated J5 foam with p = 0.46, which are bracketed by predictions from
the HD-¢' and HD-cm models (same parameters as in Fig. 4).

5.1. Low relative density (p <0.20)

As shown in Fig. 10 for n = 4, the original GA-b model
(Eq. (2)) and the composite MF model (Eq. (4)) have been
reported to be in general agreement with experimental
creep rates of aluminum foams with low relative density
(p =0.06-0.14) [4,17]. This figure shows that, at low rela-
tive density, for the range 0.05 < p <0.15, the modified
GA-b’ model predicts creep rates within a factor of 4 to
the original GA-b model. Fig. 10 also shows that the
GA-b' model predicts higher creep rate than the GA-s
model, for which strut bending is replaced by shearing,

Relative Density [-]

Fig. 10. Foam strain rate (normalized by that of the dense material with
n =4) vs. foam relative density as calculated for the GA-b, GA-b/', GA-s
and MF models. Experimental data for Al foams measured in compres-
sion at 275 °C are also plotted [4].

indicating that the latter mechanism is not dominant for
low relative densities. Considering the additional contribu-
tion provided by the compression of the vertical struts has
a negligible effect at these low relative densities, i.e., the
GA-bc and GA-b' models overlap, as do the GA-sc and
GA-s models (Figs. 5 and 10). The experimental creep data
falls between the GA-s and the GA-b' (or equivalently GA-
b) models, which may indicate that the struts creep by a
mixture of bending and shear, or more likely that they
deform by one, the other or both mechanism in different
locations of the foam, depending on their exact orientation
with respect to the applied stress. The MF model also gives
satisfactory agreement with the data. As expected, the strut
compression models HD-c, HD-¢’ and HD-cm models are
not operative, and they all predict much lower strain rates
than observed experimentally, i.e., by about two orders of
magnitude as compared to the GA-b’ model.

5.2. Intermediate relative density (0.20 < p <0.40)

In this range of relative density, the GA-s model which
is governed by the shearing mechanism predicts higher
strain rates than GA-b’, and does not break down until
p ~0.41 (Fig. 5). When compression of vertical struts is
considered to occur concurrently with shearing of the hor-
izontal struts, resulting in the GA-sc model, the predicted
creep rate is increased slightly. Furthermore, comparing
the GA-s (or GA-sc) model with the GA-bc model with
strut bending and compression, the latter model predicts
slightly lower creep rates (Fig. 5). From these observations,
it may be concluded that, at intermediate foam relative
densities (0.20 < p < 0.40), shearing has replaced bending
as the controlling mechanism for creep of foams that exhi-
bit GA-type structure. The range of densities where this is
true varies with the value of the stress exponent (n =3 is
used in Fig. 5).

Comparing Figs. 5 and 6, it is apparent that the two
HD-c and HD-¢' models with cells deforming exclusively
by strut compression predicts creep rates within a factor
of two of those calculated with the GA-s, GA-sc and
GA-bc models in the intermediate relative density range
and for n = 3, despite very different cell architectures. Only
when mass is concentrated at nodes are creep rates signifi-
cantly slower (i.e., by a factor of seven when comparing
models HD-cm and HD-¢' in Fig. 6 in the range
0.20 < p <0.40), as expected from the increase of load-
bearing mass within the cells.

5.3. High relative density (p > 0.40)

At high relative density, foams with the GA-type geom-
etry creep solely by compression of their vertical struts with
low aspect ratio. Specifically, as shown in Fig. 5, both the
GA-bc and GA-sc model give near identical creep
responses for p > 0.40, while the GA-b’ and GA-s models
break down in this density range. Despite the difference
in foam architectures, the HD-¢’ model also predicts almost
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exactly the same creep rate as the GA-bc and GA-sc mod-
els (Figs. 5 and 11). This is because in both cases, only ver-
tical struts are deforming and both models have similar
volume fraction of vertical struts.

In this regime of high relative densities, as for intermedi-
ate foam relative densities, the HD-cm model (with mass
concentrated at nodes as typically exhibited by replicated
foams) predicts lower strain rate than the HD-¢' model.
This, again, illustrates how the foam architecture can influ-
ence the creep response despite the fact that the deforma-
tion mode and relative density are unchanged. The
composite MF model (Eq. (4)) with « =1.2 is also pre-
sented in Fig. 11 and its predictions are close to those of
the HD-cm model, despite very different approaches and
assumptions.

Fig. 11 also compares the various creep model predic-
tions with the experimental measurements for the J5 foams
at high strain-rate regime (n = 3.5). There is a reasonable fit
with the HD-cm model, and also with the composite MF
models (Eq. (4)), with o between 1.2 and 2. The results
therefore illustrate the significant influence of mass concen-
tration at nodes in terms of improving foam creep resis-
tance. Thus, despite the highly idealized nature of the
above model, they seem to capture the essence of the creep
behavior of replicated foams, which exhibit relatively high
porosity with irregular node structures.

In closing, we note that while the analytical models
developed here are discussed in the context of metallic
foams, they are equally applicable to other creeping porous
materials, including polymer and ceramic foams.

6. Conclusions
Analytical models for the creep of cellular materials

based on engineering beam analysis have been derived for
various possible deformation mechanisms and strut archi-
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log[e / (K.c™)]
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0.5 1

HD-cm
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0.4 0.5 0.6 0.7 0.8 0.9 1.0
Relative Density [-]

Fig. 11. Foam creep rate (normalized by that of the dense material with
n = 3.5) vs. foam relative density as calculated for the GA-bc, HD-¢c, HD-
¢/, HD-cm, and MF models. Also shown is experimental data for JS foam
(for n~ 3.5).

tectures, based on two cell architectures previously studied
by Gibson and Ashby and by Hodge and Dunand, respec-
tively. Some important assumptions postulated by the ori-
ginal models, including negligible mass at nodes, have been
relaxed, so that the models developed here are more accu-
rate and valid up to higher relative density values.

For a typical stress exponent n ~ 3, bending of struts is
found to control the creep response for foams with low rel-
ative density (up to ~0.20), while shearing is the dominant
mechanism for relative densities between ~0.20 and ~0.40.
The GA-b' and GA-s models may be used to predict the
creep of foams in these two relative density regimes, respec-
tively. When relative density exceeds ~0.40, compressive
creep of strut is dominant, and the GA-sc, GA-bc, and
HD-¢’ models equivalently describe the creep behavior.
For these high relative density foams, non-uniform strut
cross-section and mass concentration at nodes may occur,
and these can further decrease the foam creep rate, as
described in the HD-cm model which is in agreement with
experimental result on Ni-base replicated foams.
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Appendix A
A.1. Determining a(p) for the GA cell

The relative density p of the GA cell shown in Fig. 1 can
be calculated by considering the volume fractions of struts
and nodes as

26%d +
p=ii s (A1)
(2d +1)
where d is the strut half length and ¢ is the strut (or node)
thickness, as shown in Fig. 1. This equation can be rewrit-
ten solely as a function of the strut aspect ratio a = 2d/t as

2a+1
@ +3a%>+3a+1

p= (A2)

Solving the resulting cubic equation for the aspect ratio «
gives

I, 3
_ L3
a_2p " +2m1/3

—1 (A3)

where the parameter m is

n= (=5 + VB2 7



Y. Boonyongmaneerat, D.C. Dunand| Acta Materialia 57 (2009) 1373—1384 1383

A.2. Determining f(p, V,,) and g(f, V,,) for the HD model

The parameters fand g are defined as ratios f'= b/c and
g = cle, where the dimensions b, ¢, and e are given in Fig. 4.
A relationship between f and g is found by considering the
volume fraction of nodes, V,:

G 1 (A5)
"6 6
SN
Then, the parameter g can be expressed as
6 2
/ (A6)

R

The values of fand g are also related through the volume

fraction of a HD-cm unit cell as
_ 6eb’ + ¢
(¢ + 2e)’

This equation can be rewritten as a function of the ratios f
and g as

B 62¢% + &
P81 168 + &
The parameters f'and g, for a given foam relative density p
and node volume fraction V,, are determined by solving

the cubic equation (A8) and using the relationship in Eq.
(A6). This gives

(= 0@ prara) )
f‘( 3Va(pV, —1) ) (A9)

(A7)

(A8)

_ V() V(02 )
(1 - an)

(A10)

Appendix B

To determine the values of the constants k| and &, in Eq.
(8), we first consider the limit of » — oo and use the yield
stress o, for g,. This gives

a—1 a+1\? ¢

1 =2k - . e
& < 2 ) ( 2 ) Oy
Next, we find a

[(%l) : (%1)2} B and the relative strength

semi-empirical strength—density relationship proposed by
Gibson and Ashby [1]:

2~ 0.3p?

ay

(BI)

relationship between the term

, based on the

o
ay

(B2)

Fig. B1 shows the monotonically increasing relationship of
the a-containing term with respect to the relative strength,
with the individual data points calculated from a set of
equally spaced relative density values between 0 and 0.15.
To estimate the relation between the two parameter sets,

0.020
™
@
£ 0.015 [ ] ’
5 @
= .
rm @
= L ]
) °s?
o 0.010 o
2 o”
= °
[} o’
& .005- i
o
0.000 / T \ T T
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1U(((a-1)/2)((a +1)/2)%)
Fig. Bl. Plot of relative strength = (calculated from Eq. (B2)) and the

factor [(%) . (”—;‘)2}71 (calculated from Eq. (A3)) for a set of equally

spaced relative density values between 0 and 0.15. A near linear
relationship exists, with an average proportionality factor of 0.054 leading
to Eq. (B3).

a slope of any two adjacent data points in Fig. B1 is calcu-
lated and the average slope is determined. From this, we
obtain

054
o004 (B3)

o () ()

From Egs. (B1) and (B3), &, is thus determined to be 9.3.
Similarly, k| is determined by considering Eq. (8) at the

other limit, » = 1, with ¢/¢ being replaced by E, the foam

Young’s modulus, and /%, replaced by Ej, the monolithic

Young’s modulus. The equation reduces to

0.025 J
0.020 o
0.015 "

0.010 L)

Relative Modulus
®

0.005

0.000 \ \ T T T
000 020 040 060 080 100 120

1/(((a-1)/2)*((a +1)/2))

Fig. B2. Plot of relative modulus Eﬁ (given by Eq. (B5)) and the factor

.
[(%)3 . (%)] (calculated from Eq. (A3)) for a set of equally spaced

relative density values between 0 and 0.15. The average proportionality
factor is 0.035 leading to Eq. (B6).
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%:hbcgvfcgv (B4)

We then find a relationship between the term

-1
{(“—;1)3 . (%)] and £, based on the semi-empirical modu-
lus—density relationship suggested by Gibson and Ashby [17]:

—Rp (BS)

Fig. B2 shows how the relative modulus relates to the a-
containing term in Eq. (B4). A similar procedure as used
above for relative strength is employed, and this results
in a relation between the relative modulus and the second
a-containing term given by

E ~ 0.3035 (B6)
B () - (1)
Introducing Eq. (B6) into Eq. (B4), it follows that k| = 3.1.
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